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Abstract— In this work, we propose a new learning
approach for autonomous navigation and landing of
an Unmanned-Aerial-Vehicle (UAV). We develop a multi-
modal fusion of deep neural architectures for visual-
inertial odometry. We train the model in an end-to-
end fashion to estimate the current vehicle pose from
streams of visual and inertial measurements. We first
evaluate the accuracy of our estimation by comparing
the prediction of the model to traditional algorithms on
the publicly available EuRoC MAV dataset. The results
illustrate a 25% improvement in estimation accuracy
over the baseline. Finally, we integrate the architecture
in the closed-loop flight control system of Airsim - a
plugin simulator for Unreal Engine - and we provide
simulation results for autonomous navigation and land-
ing.

I. INTRODUCTION

Unmanned-Aerial-Vehicles (UAVs) can provide signif-
icant support for several applications, e.g., rescue oper-
ations, environmental monitoring, package delivery, and
surveillance, to name a few. To guarantee a high safety
level in autonomous UAV operations it is crucial to have
an accurate estimate of the vehicle’s state at any given
time.

Standard techniques deployed for pose estimation are
Visual-Inertial Odometry (VIO) and Simultaneous Lo-
calization and Mapping (SLAM) [1–5]. These methods
fuse information from both visual and inertial sensors to
localize the vehicle. Visual-only or inertial-only odometry
estimators suffer from drifts and scale ambiguity. In
visual odometry, loop closure can reduce the drift prob-
lem, but we still need to integrate external information
to solve for the scale ambiguity. Therefore, by fusing
inertial and visual data, not only do we resolve the
scale ambiguity, but we also increase the accuracy of the
odometry itself.

The pipeline for VIO and SLAM typically consists of
camera calibration, followed by feature detection and
tracking, outlier rejection, motion and scale estimation,
optimization back-end, and local optimization (Bundle
Adjustment). However, these techniques lack robustness
when deployed in challenging conditions, such as low-
texture or low-light environments, or in the presence of
noises, blurs, camera occlusions, dynamic objects in the
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scene, and camera calibration errors [1, 6, 7]. Addition-
ally, different scenarios may require different types of
features for tracking and matching, as well as more adap-
tive algorithms. Nevertheless, VIO and SLAM methods
only track pre-designed hand-engineered descriptors in
all the contexts.

The advent of deep learning technology has made
neural networks more appealing for dealing with visual-
inertial odometry problems [8]. By learning features from
data rather than using hand-designed descriptors, deep
neural networks can adapt to different contexts [9, 10].

While neural networks can extract visual information
about vehicle position and orientation, data gathered
from inertial measurement units (IMUs) provide com-
plementary information about the pose. By combining
neural networks that learn visual features with data
gathered from inertial measurement units, we propose a
multimodal fusion learning approach to increase odome-
ter estimation accuracy

A. Contributions

We propose a new end-to-end approach for online pose
estimation that leverages multimodal fusion learning.
This consists of a convolutional neural network for image
regression and two long short-term memories (LSTMs)
of different sizes to account for both sequential and
temporal relationships of the input data streams. A small
LSTM architecture integrates arrays of acceleration and
angular velocity from the inertial measurements unit
sensor. A bigger core LSTM processes visual and inertial
feature representations along with the previous vehicle’s
pose and returns position and orientation estimates at
any given time.

We assess the performance of our model and compare
it to a baseline algorithms for visual inertia odometry
on the publicly available EuRoC MAV dataset. The re-
sults show that our method significantly outperforms the
state-of-the-art for odometry estimation, improving the
accuracy up to 25% over the baseline.

We then integrate our data-driven odometry module
in a closed-loop flight control system, providing a new
method for real-time autonomous navigation and land-
ing. To this end, we generate a simulated Downtown
environment using Airsim, a flight simulator available
as a plugin for Unreal Engine [11]. We collect images
and inertial measurements flying in the simulated envi-
ronment and we train the model on the new synthetic
dataset. The network outputs are now the input to the



Fig. 1. Architecture for the data-driven VIO module. It consists of visual and inertial encoders, feature concatenations, temporal modeling, and
pose regression. The CNN module determines the most discriminative visual features zV . A small LSTM module transforms windows batch of
inertial measurements collected between two consecutive frames into a single inertial feature vector zI . The visual and inertial feature vectors
are then concatenated in a single representation zt. The core LSTM uses the feature vector zt along with the previous estimate xt−1 and makes
a prediction about the robot pose (translation and rotation).

flight control system that generates velocity commands
for the UAV system. We show through real-time simula-
tions that our closed-loop data-driven control system can
successfully navigate and land the UAV on the designed
target with less than 10 cm of error.

Algorithm 1: Data-driven pose estimation
Input: Input Image I t,

IMU: ωt−T:t,at−T:t,
Previous Pose: xt−1

Output: Estimated pose: xt = [x, y, z, qw, qx, qy, qz]T

while Flying: do
for t = 1, . . . ,T do

Collect data (Images and IMU);
if Camera Corrupted then

Use IMU only
else

Use Image and IMU
end
1. yV = CNN(I t);
2. yI = LSTM(ωt−T:t,at−T:t);
3. zt = concat(yV , yI );
4. x̂t = CoreLSTM(zt,xt−1)

end
end

B. Previous Work

Traditional localization approaches for autonomous
UAV navigation rely on computer vision algorithms sup-
plemented by sensors, including Global Positioning Sys-
tems (GPS) and Inertial Measurement Units (IMUs) [2,
12–14]. Visual Servoing methods use the tracked fea-
tures as inputs to a control law that directs the robot into

a desired pose [6, 15, 16]. However, environmental noise
and the presence of moving objects can negatively affect
the tracking process and reduce the estimation accuracy.
Additionally, VIO systems demand heavy computation
due to image processing and sensor fusion. The advent of
deep learning techniques has created new benchmarks in
almost all areas of computer vision. In the last few years,
CNN architectures for pose estimation have captured the
interests of the robotics community [9, 17–19]. PoseNet
has been the first approach to use CNNs to address
the metric localization problem [10]. Additionally, other
architectures have been deployed to estimate the in-
cremental motion of the camera using only sequential
camera images or a combination of visual and inertial
data [9, 17, 20–22].

II. PRELIMINARIES

A. Localization Problem

Given the actual state xt = [x, y, z, qw, qx, qy, qz]T ∈ R7,
we train the neural network to estimate the vehicle
pose x̂t = [x̂, ŷ, ẑ, q̂w, q̂x, q̂y, q̂z]T ∈ R7 from a continuous
stream of images and inertial measurements. The in-
puts for our model are observation tuples yt = {yI , yV }
of RGB images (yV ) and IMU data (yI ), where yI =
[τt,ax,ay,az,ωx,ωy,ωz]T ∈ RN×7, τt is the timestamp of
the inertial measurement, yt is the linear acceleration,
yt is the angular velocity, and N is the number of inertial
observation between two consecutive camera frames t
and t+1. The online localization task aims to estimate
the pose of the vehicle xt at any given time given the
current observations yt and previous pose state xt−1. In
the learning framework, we aim to model the mapping
f between raw data and the current pose as follows:



xt = f (xt−1, yt), f :R6,Rp×q →R7, where p, q are the image
dimensions.

B. Control Problem

We make the assumption that the target position
xp

d = [xd , yd , zd]T is know. After the controller receives the
reference position of the target xp

d , the desired velocities
xv

d = [xd , yd , zd]T are computed based on the rate of
change of position set points, i.e., xv

d = ẋp
d . We use the ve-

locity reference xv
d along with the position reference xp

d to
compute the final throttle and attitude angle commands
ucom = [Fd ,φd ,θd ,ψd]T that are then fed back into the
low-level controller. Given the target pose coordinate, we
simulate a control law for ucom depending only on xp

d and
ẋp

d such that xt → xp
d and (vt,ωt)→ 0. Fig. 2 illustrates the

control system architecture.

III. ARCHITECTURE

Fig. 1 depicts the architecture of our model. The inputs
to the network are synchronized data from visual and
inertial sensors. We estimate the UAV’s absolute pose
by minimizing the geometry consistency loss function
described in III-A.

We train the network in an end-to-end fashion to
regress the vehicle pose from sequences of images and
windows of inertial measurements collected between two
consecutive image frames.

a) Image feature extractor: To encode image fea-
tures, we use ResNet18, pre-trained on the ImageNet
dataset, truncated before the last average pooling layer.
Each of the convolutions is followed by batch normaliza-
tion and the Rectified Linear Unit (ReLU). We replace
the average pooling with global average pooling and
subsequently add two inner-product layers. The output
is a visual feature vector representation zV .

b) Inertial feature extraction: IMU measurements
are generally available at a rate of an order of magnitude
higher (e.g., 100−200Hz) than visual data (e.g., 10−
20Hz). A Long Short-Term Memory (LSTM) processes
batches of IMU data (acceleration and angular velocity)
between two consecutive image frames and outputs an
inertial feature vector yI . LSTM exploits the temporal
dependencies of the input data by maintaining hidden
states throughout the window.

c) Intermediate fully-connected layer: The inertial
feature vector yI is concatenated with the visual feature
representation yV into a single feature zt representing
the motion dynamics of the robot: xt = concat(yV , yV ).
This vector is then carried over to the core LSTM for
sequential modeling.

d) Core LSTM: The core LSTM takes as input
the motion feature zt along with its previous hidden
states ht−1 and models the dynamics and the connections
between sequences of features, where zt = f (zt,ht−1). The
use of the LSTM module allows for the rapid deployment
of visual-inertial pose tracking. These models can main-
tain the memory of the hidden states over time and have
feedback loops among them. In this way, they enable
their hidden state to be related to the previous one,
allowing them to learn the connection between the last
input and pose state in the sequence. Finally, the output
of the LSTM is carried into a fully-connected layer, which
serves as an odometry estimation. The first inner-product
layer is of dimension 1024, and the following two are of
dimensions 3 and 4 for regressing the translation x and
rotation q as quaternions. Overall, the fully connected
layer maps the features vector representation zt into a
pose vector as follows: xt = LSTM(zt,ht−1).

Fig. 2. High-level illustration of the data-driven GNC model. The neural network makes a prediction about the robot position and orientation.
The low level controller uses the predicted pose along with the desired one to generate velocity commands to drive the robot to its destination.



A. Learning and Inference

To regress the pose of the vehicle, we compute the Eu-
clidean loss between the estimated pose and the ground
truth. We adopt Adam optimizer to minimize this loss
function, starting with an initial rate of 10−4 [23].

Fig. 3. Sampled 3D trajectories of results on the training and testing
sequences

a) Loss Function: We predict the position and ori-
entation of the robot following the work of Kendall et al.,
with the following modification [24]. In our loss function,
we introduce an additional constraint that penalizes both
the L1 and L2 Euclidean norm. Let xt = [x, y, z]T ∈R3, qt =
[qw, qx, qy, qz]T ∈R4 be the ground-truth translation and
rotation vector, respectively, and x̂t, q̂t their estimates.

Our loss function is as follows:

Lβ(I)=Lx(I)+βLq(I) (1)

where
Lx(I)= ‖x̂t −xt‖L2 +γ‖x̂t −xt‖L1

and
Lq(I)=

∥∥∥∥q̂t − qt

‖qt‖
∥∥∥∥

L2

+γ
∥∥∥∥q̂t − qt

‖qt‖
∥∥∥∥

L1

represents the translation and the rotation loss. β is a
scale factor that balances the weights of position and
orientation, which are expressed in different units, and
γ is a coefficient introduced to balance the two Euclidean
norms. However, β requires significant tuning to get
consistent results, as shown in [24]. To avoid this issue,
we replace β by introducing learnable parameters. The
final loss function is as follows:

Lσ(I)=Lx(I)exp(−ŝx)+ ŝx +Lq(I)exp
(−ŝq

)+ ŝq (2)

where ŝ := log σ̂2 is the learnable variable and each
variable acts as a weight for the respective component
in the loss function.

IV. BENCHMARKING
All the experiments are carried out on an Intel Xeon

CPU E5-2650 @ 2 GHz processor 192 GB RAM, and
NVIDIA TITAN RTX GPU. We first evaluate the per-
formance of the estimator by comparing our results to
the state-of-the-art for VIO on the EuRoC MAV dataset
provided by [25]. This dataset consists of eleven visual-
inertial challenge sequences recorded onboard a micro-
aerial-vehicle (MAV) flying in an indoor environment. It
provides stereo monochrome images at 20 Hz, temporally
synchronized IMU data at 200 Hz, and ground-truth
positioning measurements from the Vicon motion capture
system.

For quantitative pose evaluation, we compute the av-
erage root mean square (RMS) translation and rotation
error and compare our results to traditional methods
reported in [1, 2, 7, 25–29] . The translation errors are
computed across the entire length of the trajectory and
ground truth. The RMSE for regression represents the
sample standard deviation of the differences between
predicted values and real values

RMSE =
√∑I

i=1 ( ŷi − yi)2

n
(3)

where y is the real and ŷ is the predicted one.
Table I shows a comparative analysis of average trans-

lation RMSE obtained with our method and other tradi-
tional odometry estimators on the EuRoC MAV dataset.
This dataset contains sequences of videos with different
characteristics, some of which are more challenging than
others. In all the experiments, our method outperforms
the baseline.

V. INTEGRATION WITH THE FLIGHT CONTROL
SYSTEM

A. The Dataset
To generate the testing scenario, we use Airsim [11],

an open-source simulator that aims to close the gap
between simulation and reality. As a plugin, we can use
Airsim in any environment developed for Unreal Engine
(UE). We collect training data in the virtual Downtown
environment retrieved from the Unreal Engine market-
place. Fig. 5 shows an example scenario. We split each



Fig. 4. Range measurements for training and testing dataset

dataset into two sub-datasets, one for training and the
other for testing. Each flight within the dataset contains
timestamped values for the ground-truth 6 DOF pose of
the UAV at 100Hz, IMU measurements at 100Hz, and
camera streams (downward-facing) at 10Hz. Ground-
truth and sensor data are then pre-processed and syn-
chronized.

B. Experiment Implementation

In the simulation, the UAV collects training data flying
at a constant velocity over a grass field, landing on top
of randomly chosen pillars. The UAV is equipped with
a proportional-integral-derivative (PID) flight controller
(FC) that maintains fixed altitude and takes as input
the current pose of the vehicle. We label the recorded
frames of the simulator with the corresponding pose
measurements from the dataset.

Fig. 5. Images sampled from the Downtown simulated environments
used in the paper.

The total simulation time is 5h, and we collect images
with a step-size of 0.1 seconds. We then split the dataset
into two sub-datasets with a ratio of 0.8 and 0.2 as a
training and testing set, respectively. We finally down-
sample the resolution of images to 512×288×3 (RGB) to
reduce the computational cost. Each image is normalized
to the range [0,1]. Both datasets present corrupted data
images. To deal with this issue, we trained the network
to use only IMU data as a new corrupted imaged shows
up, as shown in Algorithm 1.

Fig. 6. Localization RMSE for training and test dataset

a) Lower bounds from steady-state Kalman filter:
Kalman filters (KF) are the optimal state estimator for
systems with a linear process and measurement models.
To quantify the accuracy of our estimation, we use a
worst-case estimation error derived from the steady-state
covariance of the KF. This error is used to define a lower
bound on the neural network performance.

We consider the following discrete-time linear Gaus-
sian state-space model consider the following discrete-
time linear Gaussian state-space model:

xt+1 = Axt +wt, t ∈N (4)

yt = Hxt +νt, (5)

where xt is the state of the system and yt is the
measurements vector. A and H are matrices of appropri-
ate dimensions. The process noise and the measurement
noise are distributed according to wt ≈ N (0,Q) and



νt ≈N (0,R) respectively, with Q,R covariance matrices.
This model can be used in a target-tracking context to
describe a linear target motion and measurement model.
We assume that the sensor can measure only the position
of the target:

dt =
√

(xt − xt)2 + (yt − yt)2 + (zt − zt)2 + d̃t (6)

where d̃t is the error in the measurement (+/- 1 pixel).

Fig. 7. Kalman Filter (blue) and ML (orange) tracking prediction and
RMSE.

The one step ahead prediction for the performance of
a Kalman Filter is given by Pt|t = (I −K tH)Pt|t−1. We
can now formulate Kalman-like recursions for an overall
system as follows:

Pt+1|t = APt|t AT +Q

K t = Pt|t−1HT
(
HPt|t−1HT +R

)−1

Pt|t = (I −K tH)Pt|t−1

(7)

By performing the proper substitutions, we obtain

Pt+1|t = APt|t−1 AT − APt|t−1HT
(
HPt|t−1HT +R

)−1
(8)

×HPt|t−1 AT +Q

which represents the standard Riccati difference equa-
tion associated with the Kalman filter. For k →∞, it has
a steady-state algebraic equivalence given by

P = AP AT − APHT
(
HPHT +R

)−1
HP AT +Q (9)

In general, it is difficult to compare Kalman filters
with neural networks. The Kalman filter utilizes a linear
system for the localization estimates, whereas neural
networks localize the vehicle by learning the mapping
between sensor data and 6-DOF poses. However, it
is possible to use the steady-state covariance from a
Kalman filter as a quality measure for the learning-based
estimation. Based on the experimental results, we found
an empirical bound for the ML estimation equal to 10cm.
Fig. 7 shows the RMSE error comparison between the
KF, our estimate, and the ground-truth.

Fig. 8. UAV autonomous navigation and landing in AirSim.

C. UAV Landing

We finally integrate the neural network for pose es-
timation in a closed-loop flight control system, and we
use Airsim as a default simulator. Fig. 9 exploits the
general framework of the integration. Airsim has a built-
in Python API. A non-custom Python script receives state
estimated by our model and sends these inputs to the
Unreal environment through the Airsim API. We capture
asynchronous images and inertial measurements with
associated labels, i.e., real state information. The guid-
ance logic takes as input the current estimate along with
the desired target pose and outputs reference velocities
to the low-level controller. This input command is then
used to control the motors of the vehicle. Fig. 8 illustrates
an example of the simulated UAV landing. During the
take-off phase, the model is not able to localize the robot
accurately because of a lack of training data in that
specific area. However, by using information from the



inertial measurements, we are finally able to converge
to accurate positioning of the vehicle and to perform
the landing on the desired target. Fig. 9 illustrates the
system architecture for autonomous landing in Airsim
and Unreal Engine.

Fig. 9. Neural Feedback Control Framework

D. Comparison to feature-based methods

Traditional approaches for VIO use feature descriptors
such as SIFT, SURF, and ORB [30] to detect distinguish-
able points in the image, such as corners and edges.
These features, however, are chosen according to an
engineer’s judgment and a long trial and error process.
To localize the vehicle, feature-based VIO systems are re-
quired to track a significant number of features through
consecutive images, failing when this requirement is not
met. However, given the low-frequency operation rate of
the camera, we might not be able to receive temporally-
close sequences of images, leading to an unsuccessful
initialization or loose of the track. In contrast, learned

Fig. 10. a) Good vs bad matches. In the first case, the features are
easily recognizable, and the algorithm performs a good match between
two consecutive frames. In the second case, the wind and the light
changes make the tracked points not recognizable in the following
frame yielding to a features mismatch.

features are more effective than hand-engineered ones.
CNNs are trained to learn features rather than pro-
grammed. Hence, CNNs can learn more descriptive and
salient features compared to traditional methods, devel-
oping better representations for the image data. For this
reason, deep learning methods outperform traditional
feature-based algorithms.

VI. DISCUSSION AND FUTURE WORK

The advantage of using deep neural networks over
traditional methods relies on its capability to produce
a state estimate in just a single step. However, one
drawback of supervised deep learning networks is their
requirement of abundant training data that must be
sampled across all expected operating conditions. If there
is not enough training data to present all the expected
UAV operating conditions, then the network may not be
able to perform accurate localization, as shown in Fig. 8.

a) Learning to Generalize to Dynamic Environments
with Meta-Learning: A key challenge for supervised
navigation algorithms is the generalizability to handle
changing, dynamic environments. Given that it is im-
possible to generate training data that cover all possible
situations the UAV can encounter, we aim to build a
meta-learning/adaptive algorithm that allows the model
to predict the pose of the vehicle in unseen conditions.
Fig. 11 illustrates samples of perturbed Downtown envi-
ronment. Each environment consists of the same central
structure, i.e., a grass field surrounded by pillars, with
different weather conditions, materials, and lights.

b) Loss function for ego-motion consistency: From
the results, we observe that in some cases, the estimated
pose is not consistent with the previous estimate. One
possible solution is to use prior information about system
dynamics at the previous time step to constrain the
prediction of the next estimated pose. Hence, future
work may be focused on deriving a loss function that
incorporates previous motion information to guarantee
consistency between continuous streams of data.

VII. CONCLUSION

We propose a new end-to-end learning method for pose
estimation, and we assest the performances of our model
with state-of-the-art methods for visual-inertial estima-
tion on the EuRoC MAV benchmark dataset. The results
show that our deep learning approach outperforms the
baseline compared to its feature-based counterparts. We
finally integrate our estimator in the Airsim closed-loop
control system, and we demonstrate in a simulation that
our data-driven policy can navigate and land a UAV
autonomously on its target with less than 10cm of error.
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